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Harmonic analysis on Phase Space
~The Segal-Bargmann transform -

Part 1 : Phase space representations
You know how you can watch youtube videos at 2 times speed?

First idea : simply play ardio wave faster

=>
frequency is increased!

But then
,
the pitch is increased. How do we avoid that?

This is easy for a musician : simply play the notes faster

=>

so what if we convert ardio signal into sheet music?

1 . split the ardic into blocks

2 . compute the Eurrier transform
of each block (a "chord of notes")

3. Play back the notes

To make the talking faster without increasing pitch, simply play notes faster
.

The resulting representation of the ardio is 2-Dimensional: time's frequency.
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Mathematically, This is achieved w/ Short-time forrier transform (STFT)

nearConsider f [CIR) .
To take the farrier transform -timeI We

S

look at f(t) through a window function Wh,T) = e-A-TP** E is

Window with

f()Wn(t,4) Then wo take the

# furrier transform

short time fourier transform sales w/h

--
2t i3t/t-Let : The STFT is (af) (to , 3)= ) f()H-e/ C d+ Unf : IR"-> K

IR

we call IR2 = IR
time *IRfrequency the Phase space

the density /Unfl2 : IR-IR represents

the ammount of a frequency a a given time.

The graph of density is a spectrogram
--
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part 2: the segal-Bargmann transform

we can think of Phase space IP as D
,
w/ Coordinate 2= I+ is

GalidityTheSProducemorphicfrutina the Kernel of
C STF T.

issue is
, H((t ,3), +) is not holomorphic in + is

Try Kernel e
= (2++/25 :

=
- (f)-+) + i3)/25

= C
- (t-H (t -2i](t-+)/t + 5/25

= e#iStAYEtSe only on (ii)
k((,),+

Def : / preliminary segal-Bargmann transform) (af(2)=Ste+
- Kernel is holomorphic => Cnf(2) is holomorphic

- (f(z)=(3)34/k + 5/2t

-

↳ in 30T grows like e35 weighta

->Gf ·
(

= [(k) #r

s Cafe R((,e)ert spaceof Hom,S
in 3

Ihm Cn defines a unitary map (n : [(IR) -> H((d,
e
i

(
We will use a different perspective that pots 3 & I on equal footing,

at expense

of a slightly more complicated transform
.

for any & holomorphic, there is an iometry HE(DM) -> HE (D,)
+> d - f

using &(2) = e2Y get isomet HE (Det) -> HL (C
, e) garssin1



Let The Segal-Burgmann space is Ha=HL2(,- 12 /h)= HE(D
, Mn)

There is an isometry At : [(IR) -> In called the Segal-Bargmannform

Anf(z) = ) e-(- 22n+ ++4/2h
+(t)d +

note : to match w/ above preliminaryL IR
transform

,
need 212)

Note that the construction of HE(K,
MA) is agnostic between is s3

There is an adjoint At : 2n +[R) St An
*

An = Id : [C)e

Let's get a feel for the segal-Bargmann transform

l - density of a holomorphic It is PK) = 19Pe-EP/t P : ( + R
=0

&

& (2) = 1 d = 2 q= z6

radius

Pl 11
H
wh

#

Width

l**
&

↳ At
*

1=-
*/

is yaussian

- En concentrates on an anof radius Ot ,
width~E

- C2", crit form or thonormal basis of DE

- At
*

Can is the with hermite function: the with e -
function of

the "Quantum harmonic Oscillator" -te+ X=: [(IR) &



Operators on Segal-Bargmann space

LCIR) has two fundamental symmetries :

- translation Tr : f (t) 1) + (+ + 2) generated by operator itx

- Phase modulation My : fA) -> ei3 +f(t) generated by *

note translation & modulation are traded by the farrier transform

Mm is "translation in frequency space" commote up to phase

note that [xidx]= i .If TrMg =Mate

phase accumulated=

algebraically [CIN) is completly determined McKins area of path
by these symmetries. This is encoded in traversed in phase space.

- ↑

Thm : (Stone-van neumann) : suppose 2 is a Hilbert space w/
-

symmetries Fr
, Ms Cunitary 1- parameter subgrps) s .t Fr MFMs = e

iY3

& no subspace of 21 is preserved by P
.
Q. Then I unitary mapI U : H= LR) S

.

t UTF = Tel U intertwines

UMs = Est the symmetries

Thisis very strong : [(IR) is unique Hilbort space w/ these symmetries

The segal-Bargmann space 2 also has translation symmetries:

translation (what we want12 [02for 24
, Tzif> e2 f(z -20)
-
modification to make translation unitary

Using Tzo
, every point in (needed as My is not translation invariant)

I is indistinguishable from perspective of C.

Note Tz
,
1 = 420 : coherent states translated by these operators.



Too does what you expect↑ A
translate +

Aminet
we can ast on LCI) by other symmetrics of K.

-
-Rotatation by 90 %: I #

acts by Erie transform on L (IR)

this is why F=-1 ,
not 1 !

↑ A

u-
Rotation by E" :Pete

Hi
squashing timem
SiP(i+is) = &(E + is)

but this doesn't send hold functions

to holo functions. (Doesn't preserve

angles) . BUT we can just force

The result to be holomorphic!A-



let : [ (km) -HE(k, m) be orthogonal projection.

i
. e
, ·

HE(QM
=id

,
&

H2(cust
= O

. we can construct this explicitly using coherente.
f(z)= (42

,
4) = SET) ()M ,

So,
the integral transform w/ Kernel K(2, 2) = Flus actsI C

as Identity on holomorphic functions
, and kills anythingI to He ..

So it is i !

↑ is an integral transform with Kernel KT(22) = Fa) =e.

this is called the Reducing Kend or Bergman Kennel

D) fine S :/[+is) =d( + iS)
,

S : HE (k,m)-> [ (4
,M)

·

Consider the Mantization + . S : HE(m) -> HE (k, M)
·

The time-sarashing map is ArasoA : [CR)

Note : The inverse segal-Bargmann transform is an integral transform HE (4,M)-> LCIR).

30
,
it extends to A*: (C

, m)-E(1). This acts similarly to it.

Y
AA

*

= π

+I o in particular, *** = A* f .

So
, we can safby define time squashing as ISA: [CIR)P

Multipling by functions : similarly
,
for hi-K

,
we can define

multiplication operator Ma : k + HE(Dm) -> h .de[(QM) · This does not preserve

holomorphisity.

So
, we define the Toeplz Operator Th= -Mu : 28

The matrix elements are easy to compute : (4,
Tuk) = S
,
The

Example : h = 1s ↑

+we expect The to koize
our function to a region in phase space

we expect Tato approximatly be a projection (all evals 1 or 0

Reighligh KrotientKim meashamrhikThea



https://openprocessing.org/sketch/2755210

Uncertianty Principles in Segal-Bargmann Space

Last time : we constructed the Segalargman transform (JIR) -> 2,

where U = HL(, e
**) is the space of holomorphic fiC+(w/ (cHHRe<*

Notational note: last week, we used f LCR) & de2. This week, felt is holomorphic
we also specialize to t= 1 and omit it from notation , since we won't be varying to today.

Thecertianty Principle schmatically states that any a function & its forrier

transform cannot be simultaniously localized. This manifests on phase space,

sayThethat a phase space representation cannot be too localized.

For fe2 holmorphic, we measure it's distribution in phase spacep
via the [density Pf(z) = He localizedn' time--

A manifestation of the uncertianty principle bondsthe calization"ofP frombra
this...

One way to formalize "localization is by Example : Polynomials

measuring size of superlevel sets. f(z) = (2- 2) ... (2 - 25)
↑

S = 32/P (2x Mp(x) =Area (5)
"region where Pe is large" "distribution function"

weak localization :

* D

①

O

graph Pe O

#   of
poM

-

2

strong localization :

->Mp(x)
·

&must

1-1 A

experementally
,

iff a polynomial , then

Mp (2 maxp) = Mp
,

(t) I
All polynomials are losalized (w. rtgassian measure) try it yourself:

But 1 is the most Localized !



Part 1 : Coherent states -

A coherent state is Nw(z) = eiz ↑w(z)
Pir is a gaussian centered at w

w

⑨

-Thm:the cherentstatesarepoints
example : Yo(z)= 1

. Then
, <tip = +(d) Coherent state

-I recall 523 is an on .
b ofI

↑amann4) fRD= (1, Sanz") = Ean(, 2n) = do = f(0)
I

We can constructw abstractly through the Gaussian
evaluation map eva . (+ c evalf)= flu wave packet

By the Reisz representation thm, there exists Yo
m

such that eVw= (4w·) iff eVw : 2 - > & is continuous

that is
,
there exists a constant On

uff
such that fez

,
Ierw = If(w)l = Cullfil =Cre

the existence of 4m St (4w
, fp=file) continuity of pointwise evaluation

knowing 4w(z) = eF2 we can compute the minimal constant (w
Cauchy-schwartz

If(w)F = /(4w
, fipR - (4w

,
Ym) (f

,
f) = Pw(w) lIflIg = eP1/fld"

=Bes with equality when & 4w .

the value of at any point w is controlled by its L(,e
**) norm.

contrast / (IM)
,

which has functions /selle Ind-0
This is an uncertianty principle : holomorphic functions can't be too peaked !

phrased in terms of density P =Her :

If(w) l <e-1WE-1l flig => P() = ) p9 .

This holds for all w
,soto

graphPf E
Il Pelle Note : (P= M(x) is the Lesbegre integral

IR
Area under graph# =imae

->Ma(x)



https://arxiv.org/abs/2212.14008
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Part 2 : Bounding L concentration

How concentrated can promorphist be on aset

Ihm(Nicla-Tilli22) see

-erent/ equality when f = Ye is a cherent statas

- is a ball centered at w

left/Spe measures the portion of norm of f concentrated in -t.

for small 22
, only a small portion off may concentrate in 22.

.
An uncertianty principle!

The "smallest uncertianty" states are coherent states .

The upper bound is upSup up aSel
Suff

to maximise Self w/ fixed f
,

choose of a superlevel setregion where Of is large

Pf
so it soffices to bondS

,
of reaOf

We will extract this bound from Mp(x)
an estimate of growth rates of area(s)
areas of superlevel sets of subharmonic functions.

Define 1= kg Pf = logHF-MP = kg+ + logF - 15 = 2 Relog + - 121
·

Observe Sse
Def = <(l- D (12) If is holmorphic away from 0

=

- (2x+2, )(x=y) =
- 4

so its real part is harmonic

#mma:Letl Catsuniformlysubharmonic - 12 - wi
l

applied toThis isanothermanifestation
of the uncertianty pricea

Then, IMSH) = 4m = My
,

() = -45 +

Since S =Mp()=Melly 1) .
So
,
this provesEat Area S2 kgx = Area So,

~ equality when If= -1-wP
,

or f = Pi ·



Proof of lemma : Let St=S]
,

u(t) =Me(t) .
we will compute M several ways.

O M(H) = + Sys+
1811ds

#koplythe divergence thre to the laplasian (1 = 0 .01 = - as
M(H) = S, dva = = 0. (51)dvdIm = ) &gondsI S C

divergence

DSt ast

Since 2St is by construction a
level set of 1

,
J1 is parralel to i

. -
in this case

,
Jl is i are oppisitly oriented

,
so j.n = -11/

=> M(t) = +, Sys+ keld larger derivativeEI
closer level sets S

This is the② M'(H) = (y+ di
"Coarea formula"!serthe change in Areas asinsensesLevel sets are separated by S/11

,
so theI Area change is M(t+ s) -M(A) = - Site ds + O(s)

↑ ost

I => UC =S +
Fields because we look at sper level sets

We combine these two integrals with aclever Cauchy-Schwartz
Cauchy-

/

(Sds ? =(S) [ (S Helds) (Costelds) =-cM(H)2()I
-

2S

2 Schwartz

2st

T

0
.

②

equality when 151) is constant.

The LHS is (Solds) = (Per(25)? .
To relate this to grea.

③ (isoperemetric inequality) 41Area(s) < PerCost wl equality when st is a disc

All together, 4 M(H1-CMAMA) => M'(H) - - 44

This is an equality whenIst is a circle for every 1 .
For uniformly

subharmonic functions
,
this implies & is a scaling/translate of121?L

Using Mp(x) = Me(lg(n) we can translate this lemma into an estimate on Me()

Ms
,
()l -T Mpa) is increasing

relativ to(

negative, area increases anM
as + gets more

-

- a(k + C



Proof of theorem : Let area (2) =a
,

Xa st Area(s) = a
-

reduce E-mass
outside sizeIiincreaaaOf -

so the maximal [ concentration
, given MCH) = -i

, occors whenL
y

M'(H) = -E
.

Thus
,
the optimal functions have Of yaussian, or f = 4w. The optimal

If
sets of are superlevel sets ofPer

,
so are balls.

Why I care : the above easily extends into K
,

where if max P =

1 ,

vol(56) = vol(s) w/ Se = B(-g(*)
&

I want to extend this to a spetic measure of volume.

Define the Gromar width of 12K" to be

Car(r) = sup Gaa) 74 : B(a) 4- embedding, 3.*

↑ [dzind= Edzind

Car(e) measures the largest symplestic ball which fits inside -t

conjecture : Car(s) = Car(S) =
- Mlog(x)


